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The contributions of local and global features to object identification depend upon the
context. For example, while local features play an essential role in identification of
words and objects, the global features are more influential in face recognition. In order
to evaluate the respective strengths of local and global features for face recognition,
researchers usually ask participants to recognize human faces (famous or learned) in
normal and scrambled pictures. In this paper, we address a similar issue in music. We
present the results of an experiment in which musically untrained participants were
asked to differentiate famous from unknown musical excerpts that were presented in
normal or scrambled ways. Manipulating the size of the temporal window on which
the scrambling procedure was applied allowed us to evaluate the minimal length of
time necessary for participants to make a familiarity judgment. Quite surprisingly, the
minimum duration for differentiation of famous from unknown pieces is extremely
short. This finding highlights the contribution of very local features to music memory.
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Several models have been proposed to account
for object recognition in cognitive psychol-
ogy. The primary distinction is that between
bottom-up and top-down models. Bottom-up
models emphasize the influence of sensory-
driven processes, which use all the features of a
stimulus to secure recognition, matching them
to known templates stored in memory. The top-
down model emphasizes the role of context and
the subject’s expectations. A given stimulus will
be more easily recognized in a context in which
it is expected than in a context in which it
has never or rarely occurred. In some cases,
in different contexts, the same stimulus may be
recognized as different objects. For example, a
round orange object would be likely to be iden-
tified as a fruit when seen on a kitchen table,
but as a tennis ball when seen on a tennis court.
However, if the object is placed close to a bottle
of water on a chair at the side of the tennis court,
when local context would lead to its interpreta-
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tion as a fruit, global context would lead to the
interpretation of a ball. Bottom-up processes
are assumed to contribute more to object iden-
tification when external conditions are good
for perception, whereas top-down processes are
more influential when stimuli are degraded
or the experimental setting is detrimental to
perception.

The present study deals with the influence of
bottom-up processes on familiarity judgments
in music (see Bigand and Tillmann1 for a re-
view of the influence of context on music per-
ception). Bottom-up processes can be driven
by different aspects of a stimulus, and corre-
sponding cognitive models differ on the impor-
tance accorded to them. Template theories as-
sume that the whole form of the stimulus drives
recognition. The overall form is matched to a
miniature copy of the stimulus (a template) in
long-term memory. An object is recognized on
the basis of the template providing the closest
match to the input stimulus. The main problem
with such template models is that objects at dif-
ferent times will often occur in different orien-
tations, spatial positions, and even shapes, as is
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the case, for example, with alphanumeric stim-
uli. Given the enormous variations in visual and
auditory stimuli, we would need to have stored
in memory a considerable number of templates
to recognize even a single object. One way to
solve this problem is to suppose the integra-
tion of a normalization process (for orientation
or size) in memory alongside the specifications
for an object’s shape. When an object is en-
countered with new metric specifications, the
recognition process engages in transformations
of the current stimuli in order to find a match to
a stored representation. When the stimuli cor-
respond to a new viewpoint of a known object,
the transformation is a mental rotation. When
a new size is encountered, the transformation
is a mental zooming. Current template models
would thus predict costs in time or accuracy in
recognizing objects when metric specifications
and angle of view have been changed. Larger
changes would result in more extensive trans-
formations. In addition, template models would
anticipate a failure of recognition when an ob-
ject is presented only in part or when object
components are reorganized.

An alternative approach assumes that object
recognition rests on the processing of local fea-
tures. Any stimulus may be decomposed into
local and independent attributes, such as the
nose, eyes, ear, and mouth of a face, or the dif-
ferent lines of a letter of the alphabet (i.e., two
oblique straight lines, and a connecting cross-
bar, for the letter A). The process of pattern
recognition is assumed to begin with extraction
of features from the visual stimulus presented,
these features then being compared to those
of the objects stored in memory.2 The letter
“B” could be coded by the following features:
one vertical line, two continuous curves, and
a small horizontal line. As a consequence, a
given stimulus is more easily recognized when
it occurs alongside objects that do not share the
same features. That is, the letter “B” should
be recognized faster when it occurs among let-
ters containing vertical and horizontal straight
lines, such as W, T, and X, than among curva-
ceous letters3 (0, G, or R). Such feature theory

models were successfully applied to word recog-
nition,4 and to auditory word identification.5 In
the former case, each letter of a word was sup-
posed to activate word “nodes” that contain
the letter. The most activated word node cor-
responds to the recognized word. This model
provides a nice account of confusion errors in
lexical decision tasks, and explains why words
sharing similar letters are easily confused. The
feature theory would also predict that scram-
bled objects could be recognized, as long as
the scrambling does not alter the components
of the object. Scrambling objects encountered
in everyday life indeed does not prevent object
identification. Feature theory also explains why
objects varying greatly in size, orientation, or
minor details remain identifiable as instances
of the same template.

In some animal species object recognition
was assumed to rest entirely on local-feature
processing. But, for human beings, a large body
of evidence demonstrates that global features
matter. By presenting a large letter (H) made of
small letters (either small H or small S), Navon6

found that recognition of the small letter was
faster when it corresponded to the large letter,
while recognition of the large letter was unaf-
fected by the nature of the small letter. This
finding suggests that the recognition process
starts with global, and moves on to local fea-
tures. The “object superiority effect”7 also in-
dicates that detecting a given feature is easier
when this feature occurs in a coherent rather
than less coherent form. Similarly, it was found
that detection of specific letters benefits from
a “word superiority effect.” Recognition of lo-
cal features remains possible for a scrambled
object, but is more difficult than for a normal
object. Of interest, similar findings were found
in human and some animal species (such as
pigeons), showing that the global relationship
between local features is helpful to recognition,
even in pigeons.

There are several ways to integrate the con-
tributions of local and global features in recog-
nition models.8–10 According to Biederman’s
theory9,10 of recognition by components, the
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visual system extracts elementary geometric
shapes called geons and uses them to identify
the presented object. Geons are simple vol-
ume shapes, such as cubes, spheres, cylinders,
and wedges. As with phonemes for spoken lan-
guage, we need only a limited number (36) of
geons for the representation of objects. We can
identify an enormous number of objects with
this small set of geons, each object representing
a specific combination of just a few of them.
A cup may be described as an arc connected
to the side of a cylinder, and a bucket can be
coded by the same two geons, but now the arc
is connected across the top of the cylinder. This
example emphasizes that the connecting points
between geons define the relevant global fea-
tures that matter for visual recognition. Recog-
nition remains possible as long as these con-
necting points are preserved. Since the size and
orientation of the object do not alter the rela-
tionships between geons, recognition remains
possible even when objects are seen from dif-
ferent viewpoints. When the connecting points
between geons are artificially removed, object
recognition becomes extremely difficult.9 And
combining geons in a scrambled way signifi-
cantly reduces recognition, which remains nev-
ertheless above the level of chance. Thus it is
believed that both local features (geons) and
global features (the relationship between geons)
contribute to object identification in both hu-
man and animal species.11,12

Whereas local features are generally con-
sidered more important than global features
in object, visual, and auditory word recogni-
tion, the reverse conclusion emerges from face
recognition studies. For example, “Identikit”
and “Photofit,” used by police forces to aid
face recognition by eyewitnesses, depend upon
a features-based approach. The face of the sus-
pect is reconstructed, feature by feature, by
adding the appropriate nose, ears, hairs and
eyes. But, though faces may be characterized
by specific features, several authors have sug-
gested that face processing is holistic. In the
most extreme model, faces are supposed to be
coded and recognized as whole templates with-

out reference to their specific parts. In com-
puter vision, many face recognition algorithms
process the whole face without explicitly pro-
cessing facial features. Several items of empiri-
cal evidence support such a holistic processing
of facial information. When the top halves and
bottom halves of different famous faces were
closely aligned, participants encountered great
difficulty in naming the top part. The difficulty
decreased when the two halves were less well
aligned.13 A close alignment seems to create a
new overall configuration that interferes with
recognition of the two halves of well-known
faces.

The effects of face superiority and inversion
and well as the “Thatcher illusion” constitute
further well-accepted evidence for the holistic
encoding of faces. In the face superiority effect,
observers better discriminate a facial feature if
it is presented in the context of a face, than
if presented alone, or in a scrambled face.14

In the inversion effect, a face is found more
difficult to recognize when presented upside-
down.15 The holistic information is no longer
available, so that processing by analysis of parts
seems necessary, causing a characteristic de-
crease in recognition speed and accuracy. In
the Thatcher illusion,16 the eyes and the mouth
of a person (initially Margaret Thatcher) were
rotated within the facial image. A seemingly
grotesque, strange facial expression resulted.
Although obvious when the picture was up-
right, the strangeness was not perceived when
the face was turned upside-down. Inverting
the eyes and the mouth within a facial image
changes the configural information. Interest-
ingly, these three effects were reported for faces
and not for objects. That is, there is no equiv-
alent of the Thatcher and inversion effects for
nonfacial objects. Thus, while the object supe-
riority effect was found for objects, faces, and
words, it is more pronounced for faces.17,18 This
finding leads us to the assumption that face
recognition may be special in comparison to
other recognition tasks.

According to Tanaka and Farah,19 the brain
has separate modules for separate kinds of



Bigand et al.: Local Features and Familiarity Judgments in Music 237

objects; faces and words fall at opposite ends
of a shape-processing continuum. Faces are
processed as wholes, and words are processed
by parts. This view was supported both by an
fMRI study, which found face-specific regions
in the brain, and by electrophysiological studies
showing a specific negative potential peaking at
about 170 ms from stimulus onset (N170) at oc-
cipitotemporal sites associated only with face
processing.20 An alternative view would be that
the influence of configural information is not
specific to face recognition. This influence may
result from the subject expertise with stimuli.
Since faces matter more than every other ob-
ject in our social environment, human beings
become expert at recognizing faces. If humans
had a similar depth of experiencing and iden-
tifying other objects (birds, cars, or musical in-
struments), they would equally recognize these
objects by processing their configural features.

Currently therefore, experiments in face
recognition evaluate the influence of local and
configural information by comparing two types
of stimulus transformation: blurring and scram-
bling. Blurring and scrambling procedures
permit the reduction of the contributions of
either local or global features separately. Dif-
ferent types of scrambling are used. Scram-
bling faces was shown to reduce recognition,
which remained nevertheless possible. Blurring
faces lead to a similar result, suggesting that
face recognition involved two routes. Of inter-
est, the same effect was found for both famil-
iar and unfamiliar (recently learned) faces.21

Finally, further evidence for a dual route to
face recognition comes from neuropsycholog-
ical studies. Patients with prosopagnosia en-
countered difficulties in recognizing familiar
faces, even though they can recognize other fa-
miliar objects. Prosopagnosic patients also are
not affected by the inversion effect. They actu-
ally seem to recognize inverted faces better than
do normal subjects. At the same time, there are
patients with visual agnosia who are able to
recognize familiar faces, but not familiar ob-
jects. Moreover, patients with alexia seem not
to encounter difficulty in recognizing familiar

faces. This overall pattern of data suggests that
object recognition involves both local and the
configural encoding, the local encoding being
no longer accessible in alexia and visual ag-
nosia, and the configural no longer accessible
in prosopagnosia.

The relative importance of global and lo-
cal features has not so far received similar at-
tention in our understanding of the recogni-
tion of music. Up to now, studies have focused
mostly on the importance of musical param-
eters (time or pitch, words, melodies), and on
the way these parameters are combined in the
memory trace. Initial research by Dowling and
Fujitani22 has emphasized the importance of
some global features (melodic contour) over
more local ones (intervallic features). The re-
spective influences of these features seem to de-
pend upon the time taken for the achievement
of the memory task. Melodic contour is more
influential over a short time, and pitch intervals
over times longer than 20 s. Several findings
further demonstrate the importance of global
features. For example, playing a melody back-
ward makes it hard to recognize. Such a ma-
nipulation might be considered the analogue
of the face inversion effect in the temporal di-
mension of musical stimuli. Empirical research
done in the framework of the generative theory
of tonal music23 also demonstrates the impor-
tance of global form on melodic recognition.
Lerdahl and Jackendoff 23 assume that every
tonal musical piece rests on an underlying struc-
ture (identified in the time-span reduction com-
ponent of their theory). This reduced structure
is derived from the most important tones of the
piece, representing its musical skeleton. Many
local features are eliminated in the reduction,
and are no longer represented in the skeleton.
To some extent, therefore, this musical skeleton
might be compared to the blurred faces used
in face recognition studies. Playing a skeleton
pattern of pitches of well-know tunes suffices
for music recognition.24,25

The easiest route to music recognition
involves, however, local features. Superficial
changes in timbre, which do not alter the
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Figure 1. Scrambling music. Short excerpts are selected at random with no overlap, and
then linked at random. Each excerpt starts and ends with a short fade-in and fade-out of 50 ms
duration. Their duration was manipulated in order to evaluate the strength of local features
on music recognition. (In color in Annals online.)

overall form of a piece, have dramatic effects
on music recognition.26 Changing the timbre
of musical pieces decreases recognition. Other
research demonstrates that familiar tunes might
be judged as familiar as soon as the first three
to six notes are played.27,28 More challenging
findings were reported by Schellenberg et al.,29

who showed that pieces of popular music might
be identified after only 100 ms. Recent findings
using well-known classical instrumental music
provide converging evidence that appropriate
familiarity judgments do not need more than
500 ms of music.30 All of these studies empha-
size the importance of the local features iden-
tified at the beginning of a musical piece. The
suggestion is, therefore, that musical recogni-
tion could rely on a cohort process similar to
that of auditory word recognition,5 starting at
the very beginning of a piece.27 It remains an
open question whether any short excerpt of mu-
sic taken at random could similarly activate the
memory.

The present study further addresses the im-
portance of local features with a new exper-
imental method that was directly inspired by
face recognition studies. Short temporal win-
dows were taken in a random way in famous
and unknown classical instrumental music
(Fig. 1). These randomly selected musical ex-
cerpts were then randomly linked through short
fades-in and -out, thus removing any acous-

tic clicks. This technique gave us a scram-
bled musical piece, without global configura-
tion, but retaining all the local features. A
similar scrambling method was used by Lev-
itin and Menon31 to assess brain responses to
nonsyntactic (i.e., scrambled) music. Interest-
ingly, a similar scrambling procedure32,33 was
used by the composer Roger Reynolds in his
piece “The Angel of Death,” seemingly to re-
fresh the memory of listeners at the end of the
piece. The scrambling algorithms used were
believed to mimic the fast memory processes
that apparently occur just before death. In pre-
vious studies, we had found that musical target
identification is little affected by scrambling.34

Accordingly, we were anticipating that listen-
ers would still recognize familiar pieces, even
though the pieces were scrambled. Our main
purpose was to evaluate the minimum size that
the temporal window should have to allow ap-
propriate familiarity judgments. As such, our
task taps into an implicit level of memory (i.e.,
familiarity judgments) by contrast to an ex-
plicit level of memory that would be addressed
by a recognition task. In addition, a similar
manipulation was done for French linguistic
texts. This allows us to provide new information
about the impact of scrambling in recognition
of texts and music. This comparison would con-
tribute to the larger issue of music and language
comparison.35
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TABLE 1. Familiar and Unfamiliar Musical Excerpts Used in the Study

Excerpt Composer Familiarity Tempo Length (s)

Badinerie Bach Fam Allegro 16.1
William Tell Overture Rossini Fam Allegro 14.6
Eine Kleine Nachtmusik Mozart Fam Allegro 18.3
Hungarian Dance No. 5 Brahms Fam Allegro 20.5
New World Symphony, 4th movement Dvorak Fam Allegro 20.9
Boléro Ravel Fam Moderato 18.7
Jazz Suite No. 2 Shostakovitch Fam Moderato 22.9
Carmen, overture Bizet Fam Moderato 21.7
“The Trout” Quintet Schubert Fam Moderato 14.555
Emperor Waltz Strauss Fam Moderato 15.864
Svenskt Festspiel Söderman Unfam Allegro 21.3
Symphony Opus 11, 4th movement Olson Unfam Allegro 15.3
Les caractèrtes de la danse No.11 J-F. Rebel Unfam Allegro 17.1
Symphony No 3, final movement Berwald Unfam Allegro 14.3
Symphony VB 45 (presto) Kraus Unfam Allegro 20.542
I Vadstena kloster, 3rd movement, procession G. Bengtsson Unfam Moderato 18.9
Symphony No.1, final movement Norman Unfam Moderato 20.9
Symphony No. 2 Scriabin Unfam Moderato 22.7
Quintet for piano and winds, 2nd movement Beethoven Unfam Moderato 16.4
Midsommarvaka (rhapsody) H. Alfvén Unfam Moderato 15.929
The Valkyrie Wagner Train Fam Allegro 16.1
Wedding March Mendelssohn Train Fam Moderato 11.1
Sonata “a Doi Chori” Schmelzer Train Fam Allegro 13.4
Drapa Rubenson Train Fam Moderato 26.1

Fam = familiar; Unfam = unfamiliar; Train Fam = training items.

Experiment

Method

Participants

Forty-nine musically untrained undergrad-
uate students of the Université de Bourgogne
participated in this experiment.

Stimulia

Twelve very well-known pieces of classical in-
strumental music were used for the familiar ex-
cerpts (Table 1). Most of them had already been
found to be known even to musically untrained
French listeners by Filipic et al.30 and were
pretested by Plailly, Tillmann, and Royet.36 For
half of them the tempo was fast, and for the
other half moderate. The 12 excerpts were

aExamples of experimental stimuli may be found on the web site
http://www.u-bourgogne.fr/LEAD/people/bigand.html.

roughly matched with a further 12 excerpts
of classical instrumental music little known to
the participants. The duration of these pieces
varied from 11.1 to 26.1 s. These 24 stimuli
were cut in a random way into nonoverlapping
fragments of 250, 350, 550, and 850 ms. The
fragments of each piece were then linked in
a scrambled way, each fragment starting and
ending with short fades-in and -out of 50 ms
(Fig. 1). In order to avoid any artificial tempo-
ral regularities, the durations of the fragments
were varied by ±50 ms. Comparative stimuli
were provided by the original musical excerpts.
In order to determine whether the process of
making familiarity judgments may differ be-
tween music and language, a similar scram-
bling procedure was applied to 24 spoken texts
of identical duration. Half of these texts were
well-known (“Le corbeau et le renard” from
Jean de La Fontaine) to French students, most
of them having been learned by heart at school.



240 Annals of the New York Academy of Sciences

The other half were other texts, from the same
authors (“Le chameau et les bâtons” from Jean
de la Fontaine), but little known and not learned
at school. These texts were spoken by one of us,
whose voice was not familiar to the students.

Procedure

Participants were divided into two groups.
Those in the “bottom-up group” (B-UP) started
by listening to all the scrambled pieces that
had the shortest fragments (250 ms ± 50 ms,
block 1). They continued the experiment with-
out pause, with the pieces made of longer frag-
ments of 350 (block 2), 550 (block 3), and
850 ms (block 4). They ended the experiment
with the original excerpts in the last block.
Those students in the “top-down group” (T-
DW) performed the tasks in the reverse or-
der. They started with the original excerpts,
and then were presented with scrambled mu-
sic made of fragments of even shorter duration
(850, 550, 350, and then 250 ms). After each
stimulus, they were asked to decide, as soon as
possible in a binary choice, whether or not the
piece was known to them (familiar versus un-
familiar). They had been informed in advance
that half of the pieces and texts were consid-
ered well-known when played in a normal way.
In each of the two groups, half of the students
started the study with musical stimuli, the other
half starting with the spoken texts. At the end of
the experiment, all participants listened for the
second time to stimuli in a normal presenta-
tion, and judged their familiarity on a 10-point
scale, thus allowing us to confirm all stimuli
were genuinely known to all participants.

Results

Although the musical and linguistic stimuli
had been selected from two groups of familiar
and unfamiliar stimuli, participants reported
sometimes being weakly familiar with some of
the supposedly familiar musical pieces (Schu-
bert’s “Trout” Quintet, notably) or French
texts. For that reason, the stimuli were sorted
on the basis of the familiarity responses partici-

pants gave when presented with the normal
excerpts. The responses given for the scram-
bled stimuli were then accordingly coded as
correct or incorrect specifically for each par-
ticipant. Thus, we could assess whether par-
ticipants were able appropriately to judge the
familiarity of scrambled music or text, and
determine the minimal length of scrambling
fragments which still allowed a correct judg-
ment to be made. The percentages of responses
given as “familiar” are reported in Figure 2,
for both music and texts, and at each dura-
tion. An ANOVA, 2 (B-UP versus T-DW) × 2
(type of stimulus: music versus text) × 2 (type
of excerpt: familiar versus unfamiliar) × 4 (du-
ration) was performed with the first variable
as a between-participants factor and the oth-
ers as within-subject factors. The percentage
of “familiar” responses defined the dependent
variable. The type of excerpt was a significant
factor: familiar excerpts received higher per-
centages of familiar judgments than did unfa-
miliar excerpts (F (1,47) = 331.31, MSE = 0.07
P < 0.001), and this effect increased with the
duration of the fragments (F (3,141) = 52.05,
MSE = 0.02 P < 0.001). Scrambled pieces
were easily recognized as familiar when the
duration of the fragment was long (850 ms).
The first critical new finding was that partici-
pants could appropriately differentiate familiar
and unfamiliar stimuli even when the fragments
were as short as 250 ms (P < 0.001). Moreover,
this effect was found both for music and for
spoken text (with no significant differences be-
tween the two). Quite surprisingly, T-DW did
not outperform B-UP, as attested by the ab-
sence of both main effect and any significant
interaction with this factor.

A supplementary analysis was run on re-
sponse time for correct familiar and unfamil-
iar responses. As shown in Figure 3, partic-
ipants listened to the scrambled versions for
several seconds (between 3 and 10) before giv-
ing a response. The same 2 × 2 × 2 × 4
ANOVA was performed, but this time with
correct responses time as the dependent vari-
able. The type of stimulus was significant,
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Figure 2. Percentages of responses labeled “familiar” by the participants for familiar
and unfamiliar music and text excerpts presented in a scrambled way (250, 350, 550, and
850 ms). The bottom-up group (B-UP) started the experiment with the scrambling by the shortest
fragments (250 ms), and the top-down group (T-Down) with the original excerpts.

Figure 3. Correct response times for familiar and unfamiliar music and texts excerpts
presented in a scrambled way (250, 350, 550, and 850 ms). The bottom-up group (B-
UP) started the experiment with the scrambling by the shortest fragments (250 ms), and the
top-down group (T-Down) group with the original excerpts.
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correct response times being shorter for mu-
sic than for language (F (1,47) = 57.78,
MSE = 27,900,000 P < 0.001). Correct re-
sponse times were also shorter for familiar
than for unfamiliar stimuli (F (1,47) = 132.38,
MSE = 15,200,000 P < 0.001). These times
increased as the duration of the fragments de-
creased (F (3,141) = 12.01, MSE = 17,700,000
P < 0.001). An interesting new point was
that participants continued to respond faster
to familiar than unfamiliar stimuli even when
the duration of the fragments was as short as
250 ms. Thus, despite the supposed confusion
created by the scrambling method,30 a memory
trace was nevertheless activated which allowed
participants to respond faster to well-known
excerpts.

Discussion

The influence of scrambling on recogni-
tion has been investigated for both object and
face recognition. Scrambling usually dimin-
ishes recognition, but does not necessarily pre-
vent it. This finding emphasizes the importance
of local features (in contrast to global features)
to recognition. Usually, in the experiments re-
ported here, the size of the visual units that are
scrambled is not manipulated and corresponds
to a locally complete feature (a geon, such as
nose, ear, or eye). In the present experiment,
we investigated whether well-known or famil-
iar music may be recognized as familiar when
presented in a scrambled way. Our finding indi-
cates that musical memory, as well as memory
for text, is not strongly affected by crude ma-
nipulations of the overall organization of musi-
cal and linguistic excerpts. This finding is con-
sistent with other ones, but with less drastic
changes, reported by Tillmann and Bigand.33

Thus, even when rendered nonsyntactic, well-
known music continues to be recognized as fa-
miliar without great difficulty.

The critical point of the study was our show-
ing that familiarity judgments for both music
and spoken texts can be made on the basis of

excerpts as short as 250 ms. In language, this
duration is approximately that of a phoneme.
In music, this duration allows the perception
of between one to three notes, depending upon
the tempo of the piece. Thus, music recognition
might indeed rest on extremely local features,
as initially reported by Schellenberg et al.29

This finding is impressive when considering
that the musical stimuli used in the experiment
derived from classical instrumental music, that
is, from a musical repertoire that is not most
familiar to which musically untrained listeners
probably listen less often than to the pop tunes
(in contrast to the pop tunes used by Schel-
lenberg et al.29). Moreover, the finding is not
specific to music, since a similar result was ob-
tained for well-known spoken texts. A further
surprising aspect of our data was that there was
no difference between the bottom-up and top-
down groups. In this second group, participants
started by listening to the unscrambled original
excerpts, both famous (familiar) and unknown
(unfamiliar). This initial listening was expected
to have primed their musical memory, resulting
in some advantage in decoding the subsequent
scrambled excerpts. No such effect was found,
suggesting that recognition of well-known mu-
sical and linguistic stimuli is little affected by
top-down factors, and more strongly by local
features.

Finally, the finding of the sufficiency of a
duration of only 250 ms was impressive, sug-
gesting that participants might probably still
discriminate well-known from unknown mu-
sic, in even shorter durations, and even when
scrambled. Repeating the experiment down to
shorter durations indicated that participants ac-
tually continue to differentiate familiar from
unfamiliar music, even when scrambled, in
fragments as short as 100 ms and 50 ms.37

In contrast, however, participants found it im-
possible to differentiate familiar from unfamil-
iar scrambled texts in fragments shorter than
250 ms. The findings thus shed new light on
one specificity of musical memory. At such du-
rations, there is no consistent musical unit that
may be identified in scrambled music. Only the
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“colors” of the sound can be perceptible. By
“color of sound” we mean the complex of local
features that includes not only the timbre, but
also the harmonic style, the voicing, and the or-
chestration. We suggest that the color of sound
provides a very fast route for accessing musi-
cal memory traces. This color feature has no
counterpart in the recognition of well-known
texts, and is therefore one difference between
music and language (as long as the voice pro-
nouncing the text is not famously associated
with the content of the text). The color of sound
may, however, be a component of the quality
of a speaker’s voice, and it might be identified
extremely rapidly. Voice recognition seems to
need only a very short slice of auditory informa-
tion: excerpts as short as 25 ms permit correct
identification of the speaker.38 To some extent,
our finding parallels voice recognition finding,
and suggests that the speed at which recogni-
tion of voice occurs is not specific to voice, but
could also be found in music. Further research
should develop this comparison, by evaluating
how many random fragments of music we need
to have to make appropriate familiarity judg-
ments. On the basis of our current work,37 this
number and its duration might be shown to be
very small.
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