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Abstract We collected subjective frequency, age-of-
acquisition, and imageability norms for 319 acronyms from
French adults. Objective printed frequency, bigram frequency,
and lengths in letters, phonemes, and syllables, as well as
orthographic neighbors, were computed. The time taken to read
acronyms aloud was also recorded. Correlational analyses in-
dicated that the relations between the psycholinguistic variables
were similar to those usually found for common words (e.g.,
highly imageable acronyms were more frequent and learned
earlier in life than less imageable acronyms), but were generally
weaker in the former than in the latter. Linear mixed-model
analyses performed on the reading latencies revealed that the
main determinants were the voicing feature of initial phonemes,
the type of pronunciation of the acronyms (ambiguous vs.
unambiguous, typical vs. atypical characteristics), length (num-
ber of letters and number of syllables), together with bigram
frequency, printed frequency, and imageability. Both objective
frequency and imageability interacted reliably with the ambig-
uous typical and ambiguous atypical properties. Accuracy was
predicted by the number of letters and by imageability factors:
More errors occurred on longer than on shorter acronyms, and
also more errors on less imageable than on more imageable

acronyms. The theoretical and methodological implications of
the findings for the understanding of acronym reading are
discussed. The entire set of norms and the acronym reading
times (and accuracy scores), together with the acronym defini-
tions, are provided as supplemental materials.
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Theories of word recognition mainly relate to common words
(e.g., nouns, verbs, adjectives, etc.). However, any theory of
word recognition must account for how adults read all types of
words, pseudowords or meaningful strings of letters such as
acronyms (e.g., BBC, NASA, FBI). Acronyms are generally
understood to refer to all abbreviations, whether pronounceable
or not, that are formed as a combination of the initial letters of a
term or sentence (Izura & Playfoot, 2012), and this general
meaning is what we used in the present study. Strictly speaking,
however, abbreviations can be divided into those that are pro-
nounced as words using a set of grapheme-to-phoneme rules
(e.g., NASA)—and the term acronyms was initially limited to
this kind of abbreviation (Brysbaert, Speybroeck, &Vanderelst,
2009)—and initialisms, which are pronounced as a sequence of
letter names (e.g., FBI). Acronyms are fully printed in capital
letters, and one difficulty when encountering a new acronym is
whether it should be read just like any other word (e.g., NASA)
or by saying each letter aloud (e.g., FBI). Acronyms are now-
adays widely used in books, newspapers, advertising, and so
on. However, the question of exactly how acronyms are proc-
essed is still poorly understood by researchers working in the
field of word recognition (Slattery, Schotter, Berry, & Rayner,
2011). Recently, Izura and Playfoot (2012) collected norms for
about 140 acronyms in English on several psycholinguistic
variables (e.g., subjective frequency, imageability, and age of
acquisition [AoA]). They also collected acronym reading times.
Their findings, which will be discussed below, are interesting
and important, since they have the potential to further constrain
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the building of theoretical views of word recognition. As we
shall review, the way in which acronyms are read by adults
cannot be easily accounted for by influential models of word
recognition. However, this situation may be due to the fact that
only a few studies have considered acronym recognition, as
compared to the vast literature that exists on common word
reading. The present study therefore helps fill this gap.

In recent years, researchers have become increasingly inter-
ested in the collection of norms for long lists of words. To
illustrate, ratings of AoA have been provided for 3,000 disyl-
labic words in English (Schock, Cortese, Khanna, & Toppi,
2012), for 1,493 words in French (Ferrand et al., 2008), and
even for 30,000 English words (Kuperman, Stadthagen-
Gonzalez, & Brysbaert, 2012). Similar data have been collect-
ed for imageability (e.g., Bonin, Méot, Ferrand, & Roux, 2011;
Cortese & Fugett, 2004). AoA and imageability are two im-
portant variables that have caused considerable debate in the
word recognition domain (e.g., Cortese & Schock, 2012;
Mermillod, Bonin,Méot, Ferrand, & Paindavoine, 2012; Zevin
& Seidenberg, 2002, 2004). Reaction times (RTs) and accuracy
scores have also been recorded for a huge number of words in
visual word recognition (i.e., megastudies), andmore precisely,
in the tasks of lexical decision and word reading aloud (e.g.,
Balota et al., 2007; Ferrand et al., 2011; Ferrand et al., 2010).
One of the advantages of having RT and accuracy scores for a
large number of word trials is the fact that this makes possible
assessing the effect of various potentially important variables
on word recognition performance. Likewise, the availability of
such databases simplifies the task of assessing the importance
of new variables. For instance, Juhasz, Yap, Dicke, Taylor, and
Gullick (2011) recently found that sensory experience ratings
(SER) of words (i.e., the degree to which a word evokes a
sensory experience) predicted a significant amount of variance
in lexical decision times in two megastudies of lexical process-
ing (i.e., the English Lexicon Project [Balota et al., 2007] and
the British Lexicon Project database [Keuleers, Lacey, Rastle,
& Brysbaert, 2012]), even when a large number of other
important psycholinguistic variables were taken into account.
Juhasz and Yap (2013) also recently collected other norms for
sensory experience for a set of 5,000 words in English, and
again they found that sensory experience ratings had a reliable
influence on word recognition performance. Thus, the use of
long lists of words involving several psycholinguistic norms
has proven to be a fruitful strategy when performing multiple-
regression analyses of both RTs and accuracy in lexical deci-
sion and/or word reading, since this makes it possible to
identify, among a large set of potential predictors, those that
are the most relevant when building models of word recogni-
tion (see Balota, Yap, Hutchison, & Cortese, 2013, for a review
of megastudies of word recognition). One of the advantages of
the multiple-regression approach over the factorial approach
lies in the potential of the former to investigate the weight of
several (and potentially more) variables at the same

time. Moreover, having continuous variables avoids the
problem of using a categorical boundary for a variable that
is nonlinearly scaled (e.g., word frequency), since this may
either magnify or diminish the influence of the variable.
Importantly, the use of long lists of words reduces potential
selection bias from researchers when designing factorial
experiments (Forster, 2000), since it has been shown that
experimenters possess knowledge about variables other than
those being explicitly studied that may inadvertently influ-
ence lexical performance. There is no doubt thatmegastudies
have provided very useful data and have allowed researchers
to achieve a better understanding of the representations and
processes underpinning lexical decision andword reading of
commonwords (Balota et al., 2013). However, one issue that
still deserves attention is how acronyms are recognized by
adults. Our study is directly related to that of Izura and
Playfoot (2012), who collected norms and reading times in
English for 146 acronyms. We collected norms and reading
times for a set of 319 acronyms in French. Our study can be
thought of as an extension of Izura andPlayfoot’s study to the
French language, and we believe it will prove to be very
useful, in that it will allow researchers to select materials
for designing experiments on acronymprocessing in French.
Moreover, our findings will also help shed light on the issue
of whether similar or different processes are involved in
acronym and common-word processing. Izura and Playfoot
have reported important findings in English that constrain
models of word recognition. However, before any strong
implications can be drawn, it remains to be seen whether
their findings can be replicated and extended to the French
language, and whether our study would reveal any novel
findings relative to theirs.

How are acronyms processed in adults? Empirical facts
and theoretical views

One issue associated with acronym processing is to determine
whether acronyms are represented in long-term memory, and
are therefore part of the mental lexicon, in the same way as
common words. The findings obtained by Laszlo and
Federmeier (2007a) with the Reicher–Wheeler task suggest
that this is the case. These authors used words (DUCT),
pseudowords (DAWK), acronyms (HDTV), and illegal letter
strings (GHTS) and compared letter identification in response
to these stimuli. Importantly, they found a significant differ-
ence between the percentages of identification of acronyms
(77 %) and illegal letter strings (73 %), and they argued that
this suggested an “acronym superiority effect.” Thus, one way
to determine whether acronyms behave just like other
(common) words has been to look for major effects that are
typically found with common words. Consequently, Laszlo
and Federmeier (2007b) used event-related potentials to
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examine whether the repetition-priming effect typically ob-
served for words could also be found in acronym processing.
They found that the N400 component for words was reduced
the second time that a word was presented, as compared to the
first presentation, whereas no such difference was observed
for illegal letter strings. Interestingly, although the repetition
effect was also found for acronyms, it was only observed on
those known by the participants. Using the associative-
priming paradigm, Brysbaert et al. (2009) showed that acro-
nym primes (e.g., ISBN) yielded associative-priming effects
in lexical decisions on words (e.g., BOOKS) that were similar
to the priming effects observed with common words used as
primes, and that the acronyms did so independently of wheth-
er they were presented in uppercase letters or in unfamiliar
formats (e.g., isbn). The similarity of the effects in word and
acronym processing supports the hypothesis that familiar ac-
ronyms are stored in the mental lexicon in the same way as
familiar common words (see also van Elk, van Schie, &
Bekkering, 2010, for spatial association activation—i.e., “left”
vs. “right” with political party acronyms).

Turning to theoretical views of acronym recognition,
Slattery et al. (2011) have claimed that “no present models
of word recognition seriously address the issue of abbrevia-
tions” (p. 1024). One important issue, therefore, will be to
determine whether the current theoretical views of word rec-
ognition are able to account for the processing of acronyms.
Therefore, the question of how these models are able to
account for empirical facts relating to acronym processing is
a very important and challenging issue. There are two influ-
ential views of word recognition: the dual-route view
(Coltheart, Rastle, Perry, Langdon, & Ziegler, 2001) and the
single-route view (Seidenberg & McClelland, 1989). It is not
our intention to describe them in full here. Instead, we shall
simply present their core assumptions.

The dual-route view posits that two pathways are available
when reading: a lexical pathway that permits the retrieval of
whole-word representations, and a nonlexical pathway that
computes a pronunciation for any kind of letter string using a
rule-based mechanism that uses grapheme–phoneme corre-
spondences. It is assumed that the two pathways are function-
ally independent and that they are both involved in the pro-
cessing of common words. The single-route view assumes
that no whole-word representations are stored in memory, but
that different links exist between different types of units:
orthographic, phonological, and semantic units. Activation
spreads continuously between these units to achieve a stable
pattern of activation that corresponds to the recognition of an
input string (e.g., a word). According to dual-route models,
such as the DRC model (Coltheart et al., 2001), legal acro-
nyms (i.e., wordlike strings; e.g., NASA) can be processed by
both the lexical and nonlexical routes, whereas illegal acro-
nyms (i.e., initialisms, strictly speaking) cannot be processed
by the nonlexical route, since this would generate an

unpronounceable output. Thus, the lexical route would be
involved in the processing of this type of acronym, but only
if they are relatively familiar and stored in memory. Slattery
et al. (2011) recorded the eye movements of adults reading
sentences comprising either legal or illegal acronyms (e.g.,
NCAA) using the boundary change paradigm, in order to
assess parafoveal and foveal processing. Previews of the
acronyms were either identical (e.g., NASA or NCAA), or-
thographically legal (NUSO), or illegal (NRSB). The acro-
nyms were presented in capital letters, in “lowercase
sentences,” or in “capital letter sentences.” The findings sug-
gested that readers modulated their processing on the basis of
low-level visual cues in parafoveal vision, and more particu-
larly, that they exhibited a bias toward processing capitalized
letter strings as illegal acronyms in parafoveal vision when the
remainder of the sentencewas printed in lowercase letters (i.e.,
they prepared to read the acronyms using the different letter
names comprising them).

As we mentioned above, one fruitful strategy for
constraining the building ofmodels of visual word recognition
has been to collect RT data for long lists of words and to
conduct multiple-regression analyses with a potentially im-
portant set of predictors. In a study of monosyllabic words,
Balota, Cortese, Sergent-Marshall, Spieler, and Yap (2004)
found that a myriad of variables (e.g., length, objective fre-
quency, subjective frequency, initial phoneme characteristics,
and others) influenced participants’ naming and lexical deci-
sion responses. Cortese and Khanna (2007) examined the
influence of 22 variables on lexical decision and word-
naming times for 2,342 words. The variables were the same
as those employed by Balota et al. (2004) and were entered in
the same order that the previous researchers had used, except
that both the AoA and imageability variables were also in-
cluded in the regression model. It appears that the most
important variables to play a role in word recognition included
lexical variables such as word frequency or word length,
sublexical variables, and lexico-semantic (e.g., AoA) or se-
mantic (e.g., imageability) variables . The authors found that
rated AoA predicted word-naming and lexical decision times
over and above other variables, and that the imageability
variable accounted for unique variance only in lexical decision
once AoAwas controlled.

Among these variables, word frequency is certainly the
most powerful variable affecting word recognition (Murray
& Forster, 2004). Measures of word frequency are estimates
of how often a particular person has come across that word.
Some discussion has focused on how to measure this frequen-
cy (e.g., Brysbaert & Cortese, 2011; Brysbaert & New, 2009).
As we will discuss below, this aspect is particularly important
with regard to acronyms. Turning to the AoAvariable, there is
no consensus as to the locus of this variable in lexical-
processing tasks. In effect, rated AoA has been claimed to
act at the phonological level in word reading (Gerhand &
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Barry, 1998, 1999), at the semantic level in object categoriza-
tion (Johnston & Barry, 2005), as well as at the links between
semantic and lexical codes (Ellis & Lambon Ralph, 2000; see
Johnston & Barry, 2006, for further discussion). More impor-
tantly, serious doubts have been raised as to the status of rated
AoA measures (Zevin & Seidenberg, 2002). Brysbaert and
Cortese (2011) have shown that AoA accounted for less of the
explained variance in word recognition times when better
objective word frequency measures were used. Finally, turn-
ing to imageability ratings, several pieces of evidence can be
used to support the idea that imageability is a semantic vari-
able, as was explained by Cortese and Schock (2012). First of
all, imageability effects are greater in lexical decision, in
which semantic information is considered to be more impor-
tant than in reading aloud, because the emphasis in the latter
task is more on the computation of phonological and articu-
latory codes. Second, Evans, Lambon Ralph, and Woollams
(2012) reported that imageability and semantic-priming ef-
fects increase together in lexical decision as nonword foils
become more similar to real words. This indicates that when
discriminability is low, semantic information becomes more
helpful. Finally, this variable is related to the concepts referred
to by the words, and not to the characteristics of the words
referring to the concepts.

The strategy employed in the so-called megastudies to
examine various properties that influence the processing of
words was recently used by Izura and Playfoot (2012) to study
the reading aloud of acronyms. Subjective norms were col-
lected for acronyms (AoA and imageability), along with sev-
eral other characteristics, such as each acronym’s initial sound,
number of letters, printed and rated word frequencies, and
bigram and trigram frequencies. The time taken to read aloud
the different acronyms was also recorded. The analyses per-
formed on reading times revealed an influence of these vari-
ables. Moreover, imageability interacted with acronym typi-
cality, indicating that its influence was stronger for typically
pronounced acronyms (i.e., those that were named by spelling
aloud each of their letters, such as DVD) than for atypically
pronounced acronyms (i.e., acronyms named following the
spelling-to-sound correspondences of the language, as in the
DOS acronym). Thus, as had been found in other studies with
common words, the reading times were influenced by lexical
and sublexical factors. According to Izura and Playfoot, the
findings indicated that acronym naming is a complex process
affected by more variables than is generally considered.

In sum, given the small number of studies that have col-
lected norms and RTs for acronyms, we decided to pursue the
work initiated by Izura and Playfoot (2012) for a series of 319
French acronyms. As we said earlier, this kind of study is
necessary in order to gain a better understanding of the mech-
anisms and the representations that underlie the reading of
such expressions. We therefore collected norms for 319
French acronyms (Study 1) and examined the influences of

the norms and other psycholinguistic variables on acronym
reading times (Study 2).

Study 1: Norms for acronyms

Method

Participants

A total of 83 participants were involved in the collection of the
acronym norms. All were volunteers and had normal or
corrected-to-normal vision. Two groups of participants, who
were students of either language therapy school or medicine,
took part in the subjective frequency rating task (more partic-
ipants took part in this rating task than in the other rating tasks
because, as is explained in the Stimuli section, we initially
started with more acronyms than the final set of 319). The first
group comprised 19 adults (17 females, two males) whose
mean age was 24.4 years (range 20–40), and the second group
comprised 20 adults (15 females, five males) whose mean age
was 22.2 years (range 19–29). Twenty-two psychology stu-
dents provided the AoA ratings (19 female, three males; mean
age 20.18 years old, range 17–28), whereas another 22 psy-
chology students (20 female, two males; mean age 18.9 years
old, range 18–23), all from the University of Bourgogne
(Dijon, France), evaluated the words for imageability.

Stimuli

Acronyms were selected from the Internet and from several
acronym dictionaries. We retained acronyms that we thought
might reasonably be considered to be widely known (note that
acronyms based on English words but that are well-known
because they are heard in movies, such as FBI, were also
retained). Thus, acronyms that were too technical were not
considered for inclusion. When choosing the acronyms, we
made sure to include both initialisms and acronyms pro-
nounced as words. In addition, we also asked 39 participants
taken from different surrounding areas and having different
occupations to provide all of the acronyms that came to mind
by writing them down on a sheet of paper. They were given
5 min to do this task. We did not ask the participants to tell us
what the component words were for each acronym provided,
since in most cases the participants knew the acronyms with-
out thinking about what they stood for. All acronyms gener-
ated by the participants were retained. All of these sources
combined gave us a list of 414 acronyms.

These acronyms were then rated for subjective frequency.
Given that rating 414 acronyms for subjective frequency takes
some time, we decided to divide the list into two sublists and
to ask two independent groups of participants (20 and 19
adults, respectively) to rate one of these sublists apiece. A 5-
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point scale was used to rate the frequency with which the
participants thought they read, heard, or produced each acro-
nym, with 1 = never heard, read, or produced and 5 = heard,
read, or produced very often. Any acronym that was given a
rating of 1 by at least half of the participants was not retained
for further ratings. Consequently, the final list consisted of 319
acronyms. Among these acronyms, none contained numbers
(e.g., H2O), 38 were foreign acronyms (e.g., USA, WWF),
eight were letter abbreviations of a word (e.g., TV for
television), and 74 comprised only nouns (e.g., EEG). Finally,
113 were made up only of consonants, 132 included at least
one vowel, and 74 included two or more vowels.

Procedure

We prepared booklets to collect the different ratings of age of
acquisition, subjective frequency, and imageability.

AoA ratings For each acronym, the participants had to rate the
age at which they thought they had learned each acronym (in
its written or oral form). The five values of the scale
corresponded to 3-year age bands, with 0–3 at one extreme
and 12+ at the other. The values were then converted to
numerical values, with 1 = learned between 0 and 3 years
and 5 = learned at age 12 or after.

Subjective frequency ratings As we described above, subjec-
tive frequency ratings were collected using a 5-point scale
with 1 = never heard, read, or produced and 5 = heard, read,
or produced very often.

Imageability ratings A 5-point scale was used to rate the
degree to which participants estimated how easy it was to
form a mental image based on the referent of each acronym,
with 1 = very difficult or impossible and 5 = very easy (i.e., for
the acronym “ NASA,” participants were asked to come up
with an image based on “NASA”—e.g., an astronaut—and
not with an image “OF NASA”).

Objective variables Following the procedure described in
Izura and Playfoot (2012), the printed frequencies of the
acronyms were obtained from the Internet by running the
Google search engine. We used the number of hits returned
by the Google search engine for French only as the index of
printed frequency. The values provided in the Appendix of the
supplementary materials are log transformations of the num-
bers of hits returned for each acronym. In order to compute the
number of orthographic neighbors of each acronym (i.e., the
number of words that differed by one letter from the target
acronym while preserving the identity and position of the rest
of the letters in the acronym), together with its bigram fre-
quency, we used the Lexique toolbox, which is freely avail-
able on the Internet (www.lexique.org/toolbox/toolbox.pub/).

Finally, the number of letters and the numbers of phonemes
and syllables were computed by hand for each acronym.

Reliability of the imageability, AoA, and subjective frequency
norms

The norms corresponding to each acronym are available in the
supplemental material as an excel file. The definitions of all
the acronyms are also provided.

The correlations between the scores (N = 319) correspond-
ing to the means of even and odd participants and intraclass
correlation coefficients [random effects of both participants
and items—ICC(2, k) in Shrout and Fleiss’s, 1979, terminol-
ogy] are shown in Table 1. The reliability indexes are high,
thus indicating that the participants’ estimations were gener-
ally consistent.

Table 2 reports descriptive statistics for the different psy-
cholinguistic variables. The first aspect of note is that the AoA
scores were negatively skewed and located mostly at the top
of the scale. To a lesser extent, the same was also found for the
subjective frequency variable. By contrast, the distribution of
imageability values was nearly uniform. In total, 194 (61 %)
items began with a voiced initial sound.

We employed the criteria used by Izura and Playfoot (2012)
to categorize acronym pronunciations. Consequently, acro-
nyms read by spelling aloud each of the letter names (e.g.,
FBI) were classified as typically pronounced acronyms. As was
explained by Playfoot, Izura, and Tree (2013), regular acro-
nyms obey a single rule, which is that they are to be pro-
nounced by naming each letter aloud, and irregular acronyms
are therefore the rest. The acronyms read aloud following the
spelling-to-sound correspondences of the language (e.g.,
NASA) were classified as atypically pronounced acronyms.

Acronyms made up of a combination of consonants and
vowels and that look like words introduce an ambiguity at the
time of reading (e.g., someone who has never seen and heard
an acronym such as CABG [i.e., coronary artery bypass graft]
will find it very difficult to know how to pronounce it). This
ambiguity applies to both typically pronounced (e.g., HIV)
and atypically pronounced (e.g., NATO) acronyms. The acro-
nyms that consist entirely of consonants or vowels (e.g., CNN,

Table 1 Correlation (r) between even and odd participants, along with
intraclass correlation coefficient (ICC) indexes

r(even, odd) ICC

Imageability .86 .82

Subjective frequency .89

AoA .88 .92

Since two different lists of words were used for collecting subjective
frequency ratings, no ICC is given for this variable. AoA = age of
acquisition
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AOA), which are typically pronounced by naming each letter
aloud, were categorized as unambiguous. The combination of
these features—that is, pronunciation typicality and pronun-
ciation ambiguity—yielded three different types of acronym
pronunciations: (1) ambiguous and typical (e.g., HIV), (2)
ambiguous and atypical (e.g., ROM), and (3) unambiguous
and typical (DVD). Applying these criteria to our set of
acronyms yielded the following distribution: 127 (40 %) of
the acronyms had ambiguous and typical pronunciations, 72
(23 %) had ambiguous and atypical pronunciations, and 114
(36 %) had unambiguous and typical pronunciations. Six
items could not be classified according to these criteria. These
are indicated in bold in the supplemental materials.

The correlations between the collected norms are presented
in Table 3. The first aspect of note is that the subjective
estimations were highly correlated. Consequently, highly
imageable acronyms were estimated to be more frequently
encountered and learned earlier in life. It is worth noting that
the pattern of correlations of the different variables with
subjective frequency is also frequently found with words

(e.g., Tsaparina, Bonin, & Méot, 2011, in Russian). Impor-
tantly, this pattern was also reported by Izura and Playfoot’s
(2012) acronym study. However, a stronger relation was ob-
served here between subjective frequency and AoA. This can
be partly explained by the different AoA scales used in the two
studies. Since acronyms are acquired relatively late in life, the
AoA scale used in French led to a relatively large negative
skew (it should be noted that no departure from normality was
observed in English), thus showing that a high number of
acronyms are estimated to be acquired late in life (the scale
values corresponding to late age bands were often chosen). At
the same time, a negative skew was also observed for
subjective frequency ratings in French. It was therefore
not surprising that the correlation between AoA and
subjective frequency was higher in French than in En-
glish. Finally, it is worthy of note that the differences in
variabilities (which were generally higher in the English
data), and some range restriction properties (since acro-
nyms were estimated to be acquired relatively late and
to be frequently encountered, the lower sections of the

Table 2 Summary of descriptive statistics for the French acronyms

Min Max Mean SD Q1 Med. Q3 Skew

AoA 1.67 5 4.19 0.66 3.86 4.39 4.71 –1.23

Imageability 1.37 5 3.27 0.97 2.42 3.33 4.10 –0.09

Number of letters 2 7 3.24 0.95 3.00 3.00 4.00 1.37

Number of phonemes 2 14 5.02 1.44 4.00 5.00 6.00 1.05

Number of syllables 1 7 2.68 0.85 2.00 3.00 3.00 0.05

N 0 4 0.94 1.02 0.00 1.00 2.00 0.69

Subjective frequency 1.16 5 3.93 0.92 3.11 4.21 4.74 –0.64

Printed frequency* 3.22 8.79 6.54 0.97 5.95 6.46 7.25 –0.08

Bigram frequency* 2.00 4.35 3.63 0.41 3.42 3.67 3.92 –1.03

AoA = age of acquisition, N = number of orthographic neighbors. * Log-transformed

Table 3 Correlations among the psycholinguistic variables and item-level word reading times

Number
of Letters

Number
of Syllables

Number
of Phonemes

N Imageability Subjective
Frequency

Printed
Frequency

AoA Bigram
Frequency

Mean reading times .49*** .13* .27*** –.17** –.43*** –.43*** –.37*** .35*** .02

Number of letters .16** .40*** –.36*** –.13* –.08 –.63*** .33*** .21***

Number of syllables .80*** –.27*** –.08 –.08 –.33*** .10 –.03

Number of phonemes –.51*** –.07 –.07 –.48*** .12* –.10

N .01 –.02 .44*** –.12* .20***

Imageability .81*** .21*** –.68*** –.10

Subjective frequency .15** –.55*** –.06

Printed frequency –.39*** .02

AoA .16**

N =Number of orthographic neighbors, AoA = age of acquisition. Correlations were computed using the 301 items selected for subsequent mixed-model
analyses. * p < .05. ** p < .01. *** p < .001
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scales were not often chosen) might also account for the
difference observed between the two studies.

We also found that acronyms with a higher objective
frequency value tended to generate mental images more
easily, to be rated as learned earlier in life and to be
subjectively encountered more frequently than less fre-
quent objective ones. The underlying correlations, how-
ever, were relatively low, which was also the case in the
Izura and Playfoot (2012) study. The correlations be-
tween objective frequency and subjective frequency and
AoA were also lower than those generally found with
common words (e.g., Desrochers & Thompson, 2009;
Ferrand et al., 2008). A final property worth noting is
that the more-frequent acronyms were shorter and had
more word neighbors.

Izura and Playfoot (2012) pointed out that some of the
correlations that they found were very different from what is
typically found with words. For instance, they found a nega-
tive correlation between number of letters and number of
syllables. However, unlike these authors, we found that acro-
nyms consisting of many letters also had more syllables.
Again, unlike the authors above, we found a positive
relationship between the number of letters and the num-
ber of phonemes, and furthermore, we did not find that
the number of letters was positively correlated with
objective frequency or with the number of orthographic
neighbors. In fact, precisely the opposite correlations
were found. Given these differences between the two
studies, we decided to take a closer look at the English
data obtained by Izura and Playfoot and provided in
their supplementary materials. We therefore reanalyzed
their data and discovered reporting errors in the Izura
and Playfoot article at the level of the Number of
Letters factor. Indeed, all of the signs reported for the
correlations between number of letters and all of the
other norms were inverted. As a result, the discrepan-
cies between the two studies that we noted above before
the reanalysis of the data were generally not actually as
high as we thought. Nevertheless, it remains true that
the correlations observed on acronyms were generally
lower than those observed for words. However, acro-
nyms may be more distinctive than they seem, and the
boundaries between the different types of acronyms may
be more rigid than initially thought. As a result, many
characteristics of acronyms, and more particularly those
relating to length (in terms of letters, syllables, or pho-
nemes) or bigram frequency probably differ depending
on the type of acronym.1 For example, although the
acronym DVD (which has an unambiguous typical pro-
nunciation and is three syllables long) and the acronym

ROM (which has an ambiguous atypical pronunciation
and is one syllable long) have the same number of
letters, they have different numbers of syllables. The
analyses performed with all three types of acronyms
included in the study could potentially be different from
those performed within each category/type of acronym.
In order to get a clearer picture of the differences that
might exist between the three types of acronyms, we
ran a number of additional analyses on the differences
between the means. These are summarized in Table 4.

The first aspect of note is that, as we anticipated, differ-
ences were observed essentially on the length measures. In
particular, the ambiguous atypical acronyms had more letters,
but fewer syllables and phonemes, than the other two catego-
ries. More surprisingly, the number of phonemes was also
lower for ambiguous typical acronyms than for unambiguous
typical acronyms.

Other noticeable differences between the three types
of acronyms concerned objective frequency and the
number of orthographic neighbors. Objective frequency
was lower for the ambiguous atypical acronyms, and the
number of neighbors was higher for the unambiguous
typical acronyms than for the other two categories.
Finally, subjective frequency and imageability did not
exhibit reliable differences, whereas AoA values were
higher for the ambiguous atypical acronyms. Despite the
lower number of acronyms used in the English study,
nearly the same pattern of results was found. The dif-
ferences between French and English concerned (1) the
number of orthographic neighbors, for which consider-
able differences emerged between the ambiguous typical
category and the other two groups, and (2) AoA and
objective frequency, for which no reliable differences
were apparent between the three types of acronyms.
Concerning these two aspects, the means suggest that
they could be partly explained by the lower number of
acronyms used by Izura and Playfoot (2012).

Turning now to the correlations between the norms
within each category of acronyms, Table 5 shows that
these sometimes differed dramatically from the (global)
correlations reported in Table 3. This was particularly
true for the correlations between the number of letters
and the other length measures, which were clearly
higher in each category of acronyms than the overall
correlation. The differences in length between the three
categories thus, to some extent, make the global corre-
lations unsuitable for the study of their relations with
other independent variables (IVs). The same property
was observed for orthographic neighborhood. One
somewhat reassuring aspect, however, was that both
signs and reliability were, except in a very few cases,
the same, both within the individual categories of acro-
nyms and when they were taken as a whole.1 We thank an anonymous reviewer for pointing this out to us.
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Other noticeable differences between the categories
were as follows. First of all, the correlations between
the number of orthographic neighbors and the different
length measures (as well as objective printed frequency)
were generally lower (in absolute values) for the am-
biguous atypical acronyms than for the two other cate-
gories. Second, the same property was observed for the
relations between the number of syllables and the num-
ber of letters, the number of phonemes, and objective
frequency. Finally, the correlation between subjective
frequency and bigram frequency was negative and reli-
able for ambiguous typical acronyms, but not significant
in the other two groups.

In the Izura and Playfoot (2012) study, the number of
ambiguous atypical acronyms was quite small (N = 13),
with the result that the correlations computed for this
group of acronyms had only a low level of reliability.
We do not therefore report the same detailed analyses.
However, it should be noted that the same properties
were generally observed. For instance, the global

correlation between number of letters and number of
syllables (with no a priori transformation) in their study
was .33, whereas the within-category correlations (be-
tween the numbers of letters and of syllables) were 1.0,
.72, and .06 for the unambiguous, ambiguous typical,
and ambiguous atypical acronyms, respectively.

Study 2: Naming times for acronyms

Method

Participants

A group of 23 psychology students (21 females, two
males; mean age 21 years old, range 19–24) from the
University of Bourgogne (Dijon, France) took part in
the acronym reading task. The task was performed in-
dividually. The participants were all volunteers and had
normal or corrected-to-normal vision.

Table 4 Pairwise comparisons for the three types of acronyms (unambiguous typical, ambiguous typical, and ambiguous atypical, given in that order) in
the French and English studies

Ns = 114, 125, and 62 for the unambiguous typical, ambiguous typical, and ambiguous atypical acronyms, respectively. Solid lines indicate p < .001,
long-dashed lines p < .01, and short-dashed lines p < .05. For each norm, a Bonferroni correction was applied.
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Stimuli

The list of 319 acronyms normed in the previous study was
used.

Procedure

We used a Macintosh computer running PsyScope soft-
ware (Cohen, MacWhinney, Flatt, & Provost, 1993) to
run the acronym-reading task. The computer controlled
the presentation of the acronyms and recorded the RTs.
After a ready signal (a plus sign) presented for
2,000 ms in the center of the screen, an acronym was
presented. The participants had to say the acronym
aloud as quickly as possible. A voice key connected to
the button-box and the computer (and running via
PsyScope) was used to record the latencies (in millisec-
onds). The interval between trials was set to 1,500 ms.
Participants took short breaks (of 1 min) every 100
trials. The entire session lasted about 30 min.

Results

Scoring of the RT data

In all, 535 trials (7.3 %) were discarded because of
technical problems (309, 4.2 %), incorrect pronuncia-
tions (145, 2 %), too-long hesitations (58, 0.8 %), or
letter inversions (23, 0.3 %). We also eliminated one
item (CLIS) because it elicited an error rate of over
50 %. Trials with naming times lower than 300 ms
(three trials) were also excluded from the analyses. Six
acronyms (listed in the supplemental materials) could
not be classified according to the a priori criteria of
typicality and ambiguity. In addition, 11 acronyms that
were pronounced in an unexpected way (e.g., as a word
when the expected pronunciation was letter by letter) by
more than 50 % of the participants were set apart. The
analyses reported below were therefore performed on
301 acronyms. The reading times (and accuracy scores)
corresponding to each acronym are available in the
supplemental materials.

Table 5 Global correlations and within-category acronym correlations

2 3 4 5 6 7 8 Bigram
Frequency
(log)

1. Nb of letters .16**

[.85, .99, .61]
***,. ***,. ***

.40***

[.85, .89 .87]
–.36***

[–.73, –.53, –.33]
**, ***, ns

–.13*

[–.14, –.15, –.18]
ns, ns, ns

–.08
[–.08, –.13, –.10]
ns, ns, ns

–.63***

[–.73, –.70, –.59]
ns, ns, ns

.33***

[.31, .30, .37]
ns, ns, ns

.21***

[.05, .16, .39]
ns, *, ns

2. Nb of syllables .80***

[.98, .90, .71]
***, ***, ***

–.27***

[–.66, –.53, –.09]
ns, ***, **

–.08
[–.11, –.16, –.00]
ns, ns, ns

–.08
[–.07, –.15, –.04]
ns, ns, ns

–.33***

[–.65, –.70, –.32]
ns, **, ***

.10
[.25, .31, .01]
ns, ns, *

–.03
[–.11, .18, .14]
.05, ns, ns

3. Nb of phonemes –.51***

[–.63, –.52, –.22]
ns, **, *

–.07
[–.13, –.07, –.14]
ns, ns, ns

–.07
[–.12, –.06, –.13]
ns, ns, ns

–.48***

[–.62, –.67, –.46]
ns, ns, *

.12*

[.25, .22, .27]
ns, ns, ns

–.10
[–.12, .10, .30]
ns, .01, ns

4. Nb of orthographic
neighbors

.01
[.10, .03, .03]
ns × 3

–.02
[.02, –.04, .11]
ns, ns, ns

.44***

[.62, .47, .28]
ns, **, ns

–.12*

[–.30, –.21, –.10]
ns, ns, ns

.20***

[–.08, .26, .24]
**, *, ns

5. Imageability .81***

[.84, .80, .78]
ns, ns, ns

.21***

[.22, .16, .31]
ns, ns, ns

–.68***

[–.69, –.72, –.60]
ns, ns, ns

–.10
[.01, –.24, .03]
ns, ns, ns

6. Subjective frequency .15**

[.15, .12, .23]
ns, ns, ns

–.55***

[–.58, –.54, –.51]
ns, ns, ns

–.06
[.11, –.30, .13]
**, ns, **

7. Objective frequency
(log)

–.39***

[–.39, –.39, –.41]
ns, ns, ns

.02
[.13, .02, –.12]
ns, ns, ns

8. AoA .16**

[.04, .16, .26]
ns, ns, ns

Nb = number. For each pair of norms, the global correlation is shown in the first line, and the within-category correlations are given in the second line in
brackets. Given the numbers of acronyms in each group (Ns = 114, 125, and 62), the correlations are reliably different from 0 at p < .01 if the absolute
values of the observed correlations are above .24, .23, and .32, respectively. Pairwise comparisons are presented in the third line, in the following order:
unambiguous typical versus ambiguous typical, unambiguous typical versus ambiguous atypical, and ambiguous typical versus ambiguous atypical. * p
< .05. ** p < .01. *** p < .001. ns, p > .05
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Correlations and linear mixed-model analyses

The correlations between naming times and the psycholin-
guistic variables are presented in Table 3. As can be seen from
this table, they were of the same sign, but generally somewhat
higher, than those reported in the English study of Izura and
Playfoot (2012). Naming times were longer for longer acro-
nyms (with length defined in terms of the number of letters or
of phonemes) and for acronyms that were estimated to be
acquired later in life. Shorter naming times were associated
with more imageable or more frequent (according to either
rated or objective frequency norms) acronyms.

In order to compare our results with those of Izura and
Playfoot (2012) in English, we started by running the same
analysis on the log-transformed naming times. Participants
were treated as a random factor on the basis of which adjust-
ments of the intercept were performed using the mixed model
procedure of SPSS 20. The characteristics of the items report-
ed in Table 1 were treated as fixed effects. Two different
analyses were conducted, with number of syllables and num-
ber of phonemes taken as measures of phonological length.
Dummy variables were used to code the voicing feature of the
initial phoneme of the acronym (reference category =
voiced) and the print-to-pronunciation patterns of the
three types of acronym (reference category = unambig-
uous typical acronyms).

Since Izura and Playfoot (2012) found that certain interac-
tion terms between AoA, imageability, and frequency and the
type of acronym were reliable, we also took these terms into
account in the equation. In some ways, the Typicality factor
used here for acronyms is analogous to the Regularity factor
used in word-reading studies. Since the latter factor has been
found to interact with semantic (i.e., imageability) and lexical
(i.e., word frequency) variables in word-reading studies (e.g.,
Cortese & Simpson, 2000; Cortese, Simpson, & Woolsey,
1997), it was important to determine whether such interactions
would also hold true in the case of acronym reading.

A quadratic term for the number of letters was also includ-
ed, since a type of relation between this term and RTs had been
observed in previous word recognition studies (e.g., New,
Ferrand, Pallier, & Brysbaert, 2006). Finally, for the purposes
of comparison with the English study only, a quadratic term
for imageability was also included in the equation.2

In order to report coefficients comparable to the standard-
ized coefficients provided in multiple linear regressions, all
the continuous IVs were transformed into z scores before the
computation of the quadratic terms and the interaction terms.
The results for the linear mixed-model analysis (LMM), with
the number of syllables taken as an acronym’s phonological
length, are reported in Table 6. (It is important to note that the

results were nearly the same when the number of pho-
nemes was introduced as an acronym’s phonological
length in the equation.)

Several findings were similar to those reported by Izura and
Playfoot (2012) but, as we shall describe below, we also
observed several discrepancies between our findings and
theirs. As far as the common findings are concerned, we found
that (1) ambiguous atypical expressions were named more
slowly than typical ones; (2) reliable main effects emerged
of number of letters (positive effect), of bigram frequency
(negative effect), and of Google printed frequency (negative
effect); and (3) reliable positive interactions could be seen
between the two dummy variables coding ambiguity and
printed Google frequency.

Turning now to the findings that differed between the Izura
and Playfoot (2012) study and our own, the following pattern
was found. First of all, in the present study, we found that
acronyms with higher subjective frequencies were named
faster than those with lower frequency acronyms, whereas
the opposite was true in the English study. Second, we found
that acronyms with a larger number of syllables took longer to
read than those with a lower number, whereas this effect had
not been reliable in the English study. Third, both AoA and the
quadratic term of number of letters were of the same sign in
both studies, but they were reliable only in the Izura and
Playfoot study. Fourth, the effect of the number of orthograph-
ic neighbors was nearly zero in the present study, whereas it
was positive and reliable in their study. Fifth, the interaction
term between imageability and the dummy variable coding
ambiguous atypical items was negative and reliable here,
whereas it was not reliable in English (the opposite was
observed for the second interaction term including
imageability). Finally, none of the interaction terms including
AoA and ambiguity reached significance here, whereas one of
them (the AoA × Ambiguous Typical interaction term) was
reliable in the Izura and Playfoot study.

In order to account for the differences in the findings of the
English and French studies, we first had to determine whether
the error mentioned above concerning the sign of the correla-
tions between the number of letters and the other IVs in the
Izura and Playfoot (2012) English study was also present in
their LMM analyses. Although it was not possible to
completely rule out this possibility, because the English RTs
are not available in their supplemental materials, the overall
agreement between the signs of the estimations of the partial
coefficients of the length measures suggests that this was not
the case. We therefore went on to consider other factors that
might account for the discrepancies between the findings in
the two languages. One of these was potential problems linked
to collinearity. Indeed, a large number of IVs were included in
the analyses, and some of themwere more highly correlated in
the present study than in the Izura and Playfoot study. To
explore this possibility, we first identified the variables with

2 The same results were found when the quadratic term of imageability
was removed from the equation.
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a particularly high variance inflation factor (VIF) index (and
thus also a high R2 with the other IVs). We then investigated
the stability of their effects when other predictor variables that
were strongly related to them were removed. Difficulties due
to collinearity are known to be limited to variables having
strong relations. Studying the stability of the effects when
some of them are excluded from the equation is one of several
potential approaches when attempting to determine whether
these interrelations give rise to real stability problems (e.g.,
Berry & Feldman, 1985).

The first variable considered was the number of letters, for
which the VIF was 10. As far as this variable is concerned, the
removal of the Number of Syllables factor led the VIF to
decrease to nearly 5. A positive reliable length effect
(p < .001) was still found, but the quadratic term associated
with the letters number was now negative and reliable at
p < .01. The elimination of the quadratic termwith the syllable
length entered in the equation led to a VIF of 6.5, with strictly
the same pattern of reliable effects for number of letters and

number of syllables that we reported in the analysis above.
Given this pattern of results, and because the estimated partial
coefficients of the number of letters (and its square) and of the
number of syllables were not very different, whether or not all
of these variables were entered in the equation, we decided
that the collinearity noise was sufficiently weak to keep all of
the terms in the equation. The second set of variables that we
considered included imageability and subjective frequency,
for which the VIFs were 10 and 9, respectively. It is worth
mentioning that the bivariate correlation between these two
factors was already found to be strong. The VIF interaction
terms including them were also important (between 4.2 and
8.3). When all of the terms including one of the two variables
were eliminated from the equation, the VIF was greatly re-
duced (the greatest VIF for all of these terms was 4.5). The
absolute values of the main-effect estimation and the t value of
the other variable became larger, while at the same time, both
of the interaction terms between this IV and the variables
coding ambiguity were negative and significant.

Table 6 Linear mixed-model analyses on word-reading latencies

All Variables (R2 = .365) Subjective Frequency Excluded (R2 = .353) Izura and Playfoot (R2 = .25)

Coefficients t and p Coefficients t and p t and p

Step 2

Ambiguous typical .043 1.73† .043 1.73† –1.33

Ambiguous atypical .378 12.25* .378 12.25* 5.43**

Step 3

Intercept –.139 –1.40 –.168 –1.70

Ambiguous typical .038 1.31 .033 1.12 –1.33

Ambiguous atypical .331 4.53** .356 4.87** 5.43**

Voicing .209 9.20** .214 9.42** 5.69**

Number of letters .176 5.15** .168 4.93** 4.13**

Number of letters (quad.) –.013 –1.61 –.012 –1.49 –3.50**

Number of orthographic neighbors –.005 –0.35 .004 0.28 2.49*

Imageability (Imag) –.049 –1.48 –.139 –6.29** –1.59

Imageability (quad.) –.007 –0.58 .017 1.36 0.62

Subjective frequency (SF) –.116 –3.65** 2.34*

Google printed frequency (PF) –.094 –4.01** –.090 –3.81** –3.32**

Age of acquisition (AoA) –.036 –1.65† –.027 –1.12 –2.17*

Bigram frequency –.071 –5.89** –.069 –5.80** –5.02**

Number of syllables .095 3.96** .108 4.50** 0.34

AoA × Ambiguous typical .014 0.39 –.001 –0.03 4.25**

AoA × Ambiguous atypical .045 0.95 .051 1.07 0.85

SF × Ambiguous typical –.110 –2.65** –1.66†

SF × Ambiguous atypical .084 1.62 1.61

PF × Ambiguous typical .154 5.56** .147 5.28** 2.84**

PF × Ambiguous atypical .131 4.09** .128 3.98** 2.21*

Imag × Ambiguous typical –.022 –0.46 –.115 –3.51** 3.18**

Imag × Ambiguous atypical –.280 –5.09** –.205 –5.25** –1.08

quad. = quadratic term. * p < .05. ** p < .01. *** p < .001. † .05 < p < .1
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Finally, in the analysis excluding effects based on
imageability, the interaction term between the IV coding ambig-
uous atypical expressions andAoA became significant (p < .01).
The other reliable and nonreliable effects were the same (and of
the same signs) as in the analysis including all of the terms.

Given that the strong relations found between imageability
and subjective frequency with the other IVs led to difficulties
in establishing stability within the estimation process, we
decided to exclude one of the two variables from the analyses.
Since imageability is frequently thought to be a genuine index
of semantic code involvement (Evans et al., 2012), and be-
cause subjective frequency was not found to supplement
objective frequency (the latter variable gave rise to the same
kinds of effects that have been observed when studying iso-
lated words), in the remainder of the article we will mainly
discuss the analyses that were performed with all terms asso-
ciated with subjective frequency excluded (the fourth and fifth
columns of Table 6).

However, even when we limited ourselves to these analy-
ses, discrepancies with the Izura and Playfoot study (2012)
were still observed. These are outlined below. We found
reliable effects of the Ambiguity, Voicing, and Number of
Letters factors, as well as of imageability, objective frequency
of the acronyms, bigram frequency, and number of syllables.
Turning to the interaction effects, we found that
imageabi l i ty interacted rel iably with both the
(ambiguous) typical and (ambiguous) atypical properties
(Fig. 1). The same interactions were also reliable with
the Objective Frequency factor (Fig. 2).

As far as main effects were concerned, unlike in the En-
glish study, where imageability was not reliable, we found that
this variable had a facilitatory effect on reading latencies in the
present study. In the same way, the number of syllables had a
positive reliable effect in French, whereas this effect was not
reliable in the Izura and Playfoot (2012) study. Maybe the
difference between the two languages is due to the fact that
French is a syllable-timed language with fairly clear syllable
boundaries, whereas English is a stress-timed language with
substantial ambisyllabicity (Levelt, Roelofs, & Meyer, 1999).

The AoA factor was not reliable in the present study,
whereas it was significant in the English study, albeit in the
opposite direction from the expected one (i.e., shorter RTs for
later-acquired acronyms than for early-acquired ones). The
main effect of orthographic neighborhood was also not reli-
able, whereas it was significant in English, with longer nam-
ing times being observed for acronyms having a higher num-
ber of neighbors than for those having fewer.

In our study, the quadratic term of the number of letters was
not reliable, whereas it was negative and reliable in the Izura
and Playfoot (2012) study.

Concerning interaction effects with the IVs coding the
ambiguity and typicality of the acronyms, in the present study,
the effect of imageability was significantly negative for the
unambiguous acronyms (reference category) and was signif-
icantly more negative for the two ambiguous categories than
for the unambiguous acronyms. This suggests that the facili-
tatory effect of imageability was greater for ambiguous than
for unambiguous acronyms (see Fig. 1). It is important to

Fig. 1 Interaction between imageability and types of acronyms (regular/
unambiguous, ambiguous typical, and ambiguous atypical). The figure
presents bivariate plots between the by-item means of the z scores of
reaction times (RTs, as logarithms) and imageability. Pronunciations
categories are shown by different symbols. Lines represent the relation

found for each category in the multilevel analysis excluding subjective
frequency. Intercepts are computed for voiced acronyms, and values of all
other continuous independent variables (IVs) are set at their means.
Slopes are the same for all sets of other IVs. ***Slope for the category
was significantly different from zero (p < .001)
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mention that the same pattern was observed when subjective
frequency, instead of imageability, was used. The facilitatory
effect of subjective frequency was reliable for unambig-
uous acronyms, and reliably greater for the other two
categories of acronyms.

In English, even though a negative partial coefficient of
imageability was found (i.e., a facilitation effect) for the
unambiguous acronyms, the effect was not reliable. The effect
of imageability was reliably higher (i.e., less facilitatory) for
the ambiguous typical acronyms, and no reliable differences
were apparent between ambiguous atypical and unambiguous
acronyms. Even though no tests were reported for the two
ambiguous typical categories, the results suggest that, when
other variables were controlled for, no reliable effects of
imageability emerged.

Both the AoA term and the interaction terms including
these IVs were unreliable in the present study, which suggests
that AoA had no noticeable effect on RTs. In English, the AoA
effect for the unambiguous category was negative and signif-
icant (i.e., a facilitator) and significantly lower than that for the
ambiguous typical category.

Finally, the effects of printed frequency were roughly the
same in the two studies—that is to say, the frequency effect
was significantly negative (i.e., facilitatory) for unambiguous
acronyms, and was significantly more so than for the two
other types of pronunciations. Changing the reference
category in the LMM showed that the frequency effect
was not reliable for ambiguous atypical acronyms,
whereas it was significantly positive for the ambiguous
typical ones (see Fig. 2).

The differences between the English and French studies
could be due, in part, to the smaller set of acronyms (N = 146)
used in the English study, and more particularly, to the smaller
number of those coded as ambiguous atypical (N = 13).

Like Izura and Playfoot (2012), we performed a
multilevel (or mixed) logistic regression with accuracy
as the dependent variable. We used the same IVs that
we had used in the analysis of RTs. Participant was
introduced as a random factor. However, since the 301
expressions for which reading times were analyzed
yielded very few nontechnical errors—incorrect pronun-
ciations (132, 1.9 %), too-long hesitations (56, 0.8 %),
and letter inversions (20, 0.3 %)—and given the
strength of the relations that were found between the
IVs, the predictors were not entered simultaneously in
the equation, and we instead conducted a stepwise
procedure.

The first variable entered in the equation was the num-
ber of letters [b = .098, t(6634) = 3.41, p < .001]. The
percentage of errors was higher with acronyms having a
larger number of letters. In a second step, imageability
reached significance [b = –.066; t(6633) = –2.29, p < .05],
and the effect of the number of letters was still reliable
[b = .089, t(6633) = 3.08, p < .01]: More-imageable
acronyms yielded fewer errors than did less-imageable
ones. It is worthy of note that the same pattern was
observed when subjective frequency was used instead of
imageability [b = –.061, t(6633) = –2.13, p < .05, and
b = .093, t(6633) = 3.22, p < .01]. No other IVs reached
significance after these two steps.

Fig. 2 Interaction between printed frequency and types of acronyms
(regular/unambiguous, ambiguous typical, and ambiguous atypical).
The figure presents bivariate plots between the by-item means of the z
scores of reaction times (RTs, as logarithms) and objective frequency

(also logs). See Fig. 1 caption for further information. Slopes for the
categories followed by asterisks are significantly different from zero:
*p < .05, ***p < .001
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General discussion

A fruitful strategy for gaining a better understanding of how
words are read is to establish RTs for long lists of words and to
conduct multiple-regression analyses with potentially impor-
tant variables (e.g., Cortese & Khanna, 2007). Recently, Izura
and Playfoot (2012) adopted such a strategy to investigate the
reading aloud of acronyms in English. This study is interest-
ing, but limited in scope for the simple reason that it is the only
research that has been made available thus far. We therefore
considered it necessary to extend this work to a new (and
somewhat larger) set of acronyms in French. In the following
discussion, we first briefly summarize the main findings about
the correlations among the collected variables for acronyms.
We then discuss the main findings concerning the determi-
nants of acronym reading.

Summary of correlations among the collected variables
for acronyms

We found that acronyms that were easy to form a mental
image of were more frequent and were learned earlier in life
than those that less easily give rise to a mental image. This
kind of relationship has often been reported in studies in
which words have been used as stimuli (e.g., Balota et al.,
2004; Ferrand et al., 2008). However, the correlations on
acronyms found in both our study and that of Izura and
Playfoot (2012) were generally lower than those observed
for words.3 These differences could be partially explained by
range restrictions on some of the scales. We also found that
frequently encountered acronyms were generally shorter and
had more neighbors. Finally, when we analyzed the correla-
tions for each type of acronym separately, we found certain
differences, as compared to those observed for the
whole set of acronyms, which were essentially observed
on the length measures.

Determinants of acronym reading: Theoretical
and methodological implications

In word naming, it has been found that initial phoneme char-
acteristics are important predictors, since they account for a
large amount of the variance (Balota et al., 2004; Bonin,
Barry, Méot, & Chalard, 2004; Cortese & Khanna, 2007; but
see also Rastle & Davis, 2002, for a more far-reaching dis-
cussion of the difficulties related to measuring onset latencies
in word reading). Thus, as has been frequently reported for
word naming, we found that the “voiced” feature of initial
phonemes plays a significant role in reading acronyms.

Types of acronyms Concerning the different types of acronyms,
one important finding is the observation that acronyms with
ambiguous atypical pronunciations incur a processing cost
during reading. Izura and Playfoot (2012) had already noted
that ambiguous atypical acronyms were read significantly more
slowly than unambiguous acronyms, and that naming times
were nearly identical for ambiguous typical and unambiguous
acronyms, with both being pronounced by saying each letter
aloud. Similar results were observed in the present study.

Following Izura and Playfoot (2012), we propose that
acronyms are processed by means of a specific mechanism;
that is, each letter of the acronym is read aloud, and this is the
default processing for acronyms. As a result, when an acro-
nym looks like a word (and is therefore ambiguous) and,
moreover, is not read typically (i.e., is read like a word, and
not letter by letter), the default processing mode must be
inhibited, and this delays the initialization of reading. Neither
the dual-route view (Coltheart et al., 2001) nor the single-route
view (Seidenberg & McClelland, 1989) of word reading in-
cludes a specific mechanism dedicated to the reading of
acronyms, especially those that are unfamiliar, unambiguous,
and regular (e.g., LSD). These types of acronyms cannot be
processed by the nonlexical route, since this would generate
an unpronounceable output. Within the dual-route view, only
acronyms that are wordlike strings (e.g., NASA) could be
processed by both the lexical and the nonlexical routes.

Orthographic variables (bigram frequency, orthographic
neighbors, and length) As in English, acronymswith frequent
bigrams were read faster than acronyms with less-frequent
bigrams. This observation is not surprising, given that most
acronyms consist of only a few letters, and that more weight is
therefore given to orthographic features when processing
them, especially for those that are unambiguous and
typically pronounced.

Unlike in French, in English acronyms with more neigh-
bors took longer to name than those with fewer neighbors.
Neighborhood density effects for words have been reported in
different tasks (e.g., word naming and lexical decision), but
they act differently depending on the task (Mathey, 2001).

Turning to the length variables, we found reliable effects of
both number of letters and number of syllables on acronym
reading times, with the result that longer acronyms took longer
to read than shorter ones. For words, New et al. (2006) found
that lexical decision times decreased for short words (two to
four letters), were stable for medium word lengths (five to
eight letters), and increased sharply for words having nine or
more letters. In their multiple regression study of multisyllabic
words, Yap and Balota (2009) found a positive effect of
number of letters. Finally, we also found a syllable length
effect on acronym reading times. This finding is consistent
with Yap and Balota’s (2009) observation that the number of
syllables is positively correlated with both lexical decision and

3 It is worthy of note, however, that the correlations are dependent on the
types of words used in the corpora (e.g., monosyllabic vs. dissyllabic, or
nouns only vs. nouns plus other grammatical categories).
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pronunciation latencies (see also Ferrand & New, 2003). A
syllable length effect in acronym reading is consistent with the
idea that the syllable is one of the multiple codes that mediates
lexical access and articulatory processes.

Lexical frequency and AoA An examination of the reading
latencies revealed a main effect of printed word frequency,
which is undoubtedly the most important variable in word
recognition (Murray & Forster, 2004). We also recorded the
subjective frequency of the acronyms. The correlation between
the two frequency measures was reliable (and positive), but not
high. This contrasts, for example, with a French study of 1,493
common words (Ferrand et al., 2008), in which the correlations
between the subjective and several objective frequency mea-
sures were all high (>.70). The difference in the sizes of the
correlations between acronyms and common words could be
partly attributable to the way that subjective frequency is mea-
sured. Since acronyms are generally judged to be frequently
encountered, the values of the scale are not all used to the same
degree, and this restriction could therefore influence the values
of the correlations. However, another explanation relates to the
possibility that subjective frequency norms also capture other
dimensions of words, beyond the frequency of encounter. In-
deed, subjective frequency correlates strongly with
imageability. Since imageability is assumed to be a genuine
semantic variable (Evans et al., 2012), this strongly suggests
that subjective frequency ratings are influenced by certain
semantic features of acronyms. It is worth stressing that we
found a strong positive correlation between subjective frequen-
cy and imageability, whereas in some studies conducted with
common words (e.g., Ferrand et al., 2008), the correlation
between the two variables has been found to be reliable but
negative, with the result that subjectively more frequent com-
mon words tend to be less imageable. Such observations are
generally due to the types of words that are included in the
samples. For instance, in Bonin et al. (2011), the correlation
was .158 when computed on the basis of 1,300 nouns, whereas
it was –.416 when 496 verbs were included in the sample, and
–.397 with 76 adverbs included in the sample.

The reliable effect of printed frequency on reading times
(but not on accuracy) is in line with previous studies that have
suggested that familiar acronyms are stored in the mental
lexicon (Laszlo & Federmeier, 2007a). Since in the dual-
route view, objective frequency effects are taken to signal
the involvement of the lexical route, the observation of this
effect on reading times for acronyms suggests that this view
can account for the reading of familiar acronyms. However,
our findings indicate that the influence of printed frequency
varied as a function of the type of acronym. For example, the
higher the printed frequency of the unambiguous typical ac-
ronyms, the more quickly their reading was initiated. This is
similar to the relationship found in common word reading.
However, and in particular, ambiguous typical acronyms with

high printed frequencies were associated with a processing
cost. This finding was also reported by Izura and Playfoot
(2012), and suggests that acronyms consisting of a combina-
tion of consonants and vowels (e.g., HIV) introduce an ambi-
guity at the time of reading because these acronyms are
pronounced by saying each letter aloud. Given this ambiguity,
it is possible to conjecture that the reading system tends to read
them as words, and that this tendency is stronger in the case of
frequently seen acronyms. However, the “read-like-a-word”
procedure has to be inhibited if this type of acronym is to be
read correctly, and this inhibitory process takes some time. It
must be stressed that word-reading models do not predict this
type of reversed word frequency effect. The Word Frequency
× Consistency/Regularity interaction has often been investi-
gated in common word-reading studies (e.g., Cortese &
Simpson, 2000), and it has been found that irregular words
take longer to produce than regular words, in particular in the
case of items of low printed frequency.

The AoA factor was not reliable here, whereas it was reliable
in the English study, but the direction of this effect was opposite
to that normally observed in lexical processing tasks (Johnston
& Barry, 2006). The divergence between the findings in the two
studies is difficult to account for. In the present study, the
distribution of AoA ratings was not the same as is found for
words (e.g., Ferrand et al., 2008), since most of the acronyms
were rated as being late-acquired, with a restricted range of
variation in the scores. This pattern of distribution of AoA
ratings could account for the lack of a reliable effect of this
variable. However, there is still some debate concerning what
exactly this variable measures. Moreover, at a theoretical level, it
has been proposed that age-limited learning effects should not be
observed (Zevin & Seidenberg, 2002) because word reading in
alphabetic languages involves quasi-regular relationships. These
effects should be limited to domains in which arbitrary links are
involved, such as object naming (see Mermillod et al., 2012).

Semantic variable (imageability) Unlike in the English study,
in which imageability was not reliable, this variable had a
facilitatory effect on reading latencies. The finding that
imageability, a variable assumed to index semantic code
activation (Evans et al., 2012), plays a role in reading
acronyms aloud is consistent with previous findings that
have shown an associative-priming effect in the process-
ing of acronyms (Brysbaert et al., 2009). Importantly,
imageability interacted reliably with acronym type.
More precisely, the pattern of findings suggests that
the influence of semantics is stronger for acronyms that
are not read as words but that resemble words. The
question of how exactly imageability influences the
reading aloud of different types of words has given rise
to some debate in the literature (e.g., Monaghan &
Ellis, 2002; Strain, Patterson, & Seidenberg, 2002),
and no consensus has as yet been reached.
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Conclusion

Acronym reading is a complex process that is affected by
more variables than is generally thought (Izura & Playfoot,
2012). We have identified several important determinants of
acronym reading, most of which are common to word reading.
However, we have also identified specific findings that nec-
essarily imply changes to models of reading if our ultimate
goal is to build a general view of reading, rather than to simply
explain the reading of isolated common words. Finally, we
hope that the norms on acronyms available for the French
language (provided as supplemental materials) will be useful
to researchers who want to investigate the processing of these
items, which are becoming more and more numerous in
written language.
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